**Week 18**

对健壮的无监督的谱特征选择的局部和全局的结构保留

**摘要**：文章提出了一种新的无监督的谱特征选择方法，来保留特征和样本的局部和全局结构。具体来说，对每一个特征，用其它特征来表示，从而保留特征的局部结构；对权值矩阵的低秩约束来保留样本和特征的全局结构；还提出了学习图矩阵来衡量样本间的相似度，从而保留样本的局部结构。

**介绍**：

之前的USFS（无监督谱特征选择）的一个共同特点是对原始数据的图矩阵的构造。首先，原始数据中有噪声和冗余，导致构建出来的图矩阵是低质量的，会降低特征选择方法的有效性。其次，在一些USFS方法中，只保留了样本的局部和全局结构中的一个。本文提出了保留两者，因为由于它们对对方信息的补偿，这两种几何结构已经被证明可以提升USFS方法的表现。第三，现有的USFS方法没有考虑特征间的相关性。最后，图矩阵的学习和特征选择是在两个分离的步骤中进行的，容易导致局部最优解。

本文贡献：

1. 利用特征水平的表达属性以及对权值矩阵的低秩约束，在特征选择中考虑了特征的局部关联和全局关联；
2. 使用了低秩约束来保留样本的全局结构，学习图矩阵来保留样本的局部结构。
3. 在本文提出的方法中，特征间的关联和样本间的关联都可以在本真低维子空间中被识别。
4. 本文在本真低维子空间中同时迭代地进行了图矩阵的构造和特征选择。

**相关工作**：

USFS方法属于嵌入式，包含两部分：图矩阵的学习来进行子空间学习，和一个产生稀疏的正则项来进行特征选择。USFS分为三类：顺序式，共同式，迭代共同式。

顺序式方法首先进行子空间学习来获得数据的图表达，然后通过产生稀疏的正则项来在图表达和原始数据之间进行一个稀疏的特征选择。

共同式在一个框架里同时进行子空间学习和稀疏特征选择。

迭代共同式认为选择到的特征高度依赖于学习到的图矩阵，因此迭代地更新图矩阵和选择到的特征，直到算法收敛。

**方法**：

3.2局部特征关联

首先对每一个特征，用全体特征表示：
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3.3全局特征关联和全局结构保留
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几何上来说，A将X转换到新的空间，也就是通过考虑d个特征间的关联来进行子空间学习。特殊情况下，（13）式进一步证明了这样的子空间学习实际上是通过考虑全局特征的关联来实施了LDA，从而保留样本的全局结构。

3.4局部结构保留

直觉上，给定特征矩阵X和它的权值矩阵W，有如下目标函数：
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方程（4）在学习W之前，从原始高维数据中学习了一个固定的图矩阵S。也就是说，图矩阵不依赖于低维子空间学习。这样的话，如果原始数据被噪声和冗余所破坏，学习到的图矩阵就是不正确的。而且方程（4）需要调整两个参数，很耗时间。特殊的，S的质量对参数![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfcHUGHAqwAAAKAAAAAAAp8IZ1QAAAAAQAAAAtAQAACAAAADIKAAEcAAEAAABzwQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC0AIoFAAAKAC4cZpEuHGaRtACKBXjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)很敏感。这启发我们从干净的数据中学习图矩阵，以及减少参数数目。然而图矩阵和低维子空间都不能提前获知，因此我们同时学习他们，并迭代地优化，来达到各自的最优解。于是我们可以从样本的分布来学习图矩阵，而不是利用高斯核函数，有以下目标函数：

![](data:image/x-wmf;base64,183GmgAAAAAAAJkW0gTsCQAAAAC2TAEACQAAA7oCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYASAFBIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9AFAAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIJAWEFBQAAABMCNwNhBQUAAAAUAgkBKwUFAAAAEwI3AysFBQAAABQCCQFJDAUAAAATAjcDSQwFAAAAFAIJARMMBQAAABMCNwMTDAUAAAAUAjoBihEFAAAAEwIGA4oRBQAAABQCOgFUEQUAAAATAgYDVBEFAAAAFAI6Af8SBQAAABMCBgP/EgUAAAAUAjoByRIFAAAAEwIGA8kSHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgX3B1BhwKpgAACgAAAAAAKfCGdUAAAAAEAAAALQEBAAgAAAAyCtkCywIBAAAA5XkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfcHVpGgq6AAAKAAAAAAAp8IZ1QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqAAhgPAQAAACt5CAAAADIKgAI6CAEAAAAtABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwhnVAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCvoAXwMBAAAAbgAIAAAAMgrvA84DAQAAAGoACAAAADIK7wMUAwEAAABpAAgAAAAyCuACRBIBAAAAaQAIAAAAMgrgAmcOAQAAAGoACAAAADIK4AKtDQEAAABpAAgAAAAyCtQBTAoBAAAAagAIAAAAMgrUAU8GAQAAAGkACAAAADIKYANbAQEAAABXAAgAAAAyCmADoAABAAAAUwAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8IZ1QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqAArARAQAAAHPjCAAAADIKgAIZDQEAAABzAAgAAAAyCoAChQoBAAAAVwAIAAAAMgqAAmAJAQAAAHjiCAAAADIKgAKEBgEAAABXAAgAAAAyCoACkwUBAAAAeAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8IZ1QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgrvA2MDAQAAACwACAAAADIKmAEoEwEAAAAy4ggAAAAyChgDKBMBAAAAMuMIAAAAMgrgAvwNAQAAACziCAAAADIKZwFyDAEAAAAyAAgAAAAyCkkDcgwBAAAAMuIIAAAAMgpgAy4BAQAAACwAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfCGdUAAAAAEAAAALQECAAQAAADwAQEACAAAADIKgALDEwEAAAAp4ggAAAAyCoACkwQBAAAAKAAJAAAAMgqAAjoAAwAAAG1pbgAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfcHUGHAqpAAAKAAAAAAAp8IZ1QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqAAjgQAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ANbQAigUAAAoAYRxmNWEcZjW0AIoFeNkZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) （5）

![](data:image/x-wmf;base64,183GmgAAAAAAAAUP5ALsCQAAAAAcUwEACQAAA80BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7P///9gDQAAUwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8IZ1QAAAAAQAAAAtAQAACAAAADIKwAH0DAEAAAAsyAgAAAAyCsABOgwBAAAAMMcIAAAAMgrAAZsIAQAAACzHCAAAADIKwAH/BwEAAAAxeQgAAAAyCsABBwYBAAAAMccIAAAAMgrAAe4DAQAAACzHCAAAADIKwAGKAQIAAAAuLAgAAAAyCsAB0AABAAAALiwcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8IZ1QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgogAhQKAQAAACwsHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgX3B1RhwKiAAACgAAAAAAKfCGdUAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKwAEUCwEAAAA9LAgAAAAyCsAB/QYBAAAAPSwIAAAAMgrAAW4CAQAAACIsHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfCGdUAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKIAJPCgEAAABpLAgAAAAyCiACxQkBAAAAaXkIAAAAMgr4AGYFAQAAAFQACAAAADIKIAIYBQEAAABpLBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwhnVAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCsABMQkBAAAAcwAIAAAAMgrAAYQEAQAAAHMsCAAAADIKwAF8AwEAAABpLAgAAAAyCsABGAEBAAAAdHkIAAAAMgrAAUAAAQAAAHMsCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0At7QAigUAAAoAmBtmt5gbZre0AIoFeNkZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

其中![](data:image/x-wmf;base64,183GmgAAAAAAACsDCAPsCQAAAADeXgEACQAAAzEBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+gAgAAcwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKaAH4ABQAAABMCZgJ+AAUAAAAUApoASAAFAAAAEwJmAkgABQAAABQCmgDzAQUAAAATAmYC8wEFAAAAFAKaAL0BBQAAABMCZgK9ARwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwhnVAAAAABAAAAC0BAQAIAAAAMgr4ABwCAQAAADJ5CAAAADIKeAIcAgEAAAAyeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwhnVAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCkACOAEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8IZ1QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgrgAaQAAQAAAHN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AqLQAigUAAAoAdhxmqHYcZqi0AIoFeNkZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)用来避免平凡解。

由于只用k个近邻来表示每一个特征，我们的方法避免了异常值的影响。

目标函数：

将（5）中的权值矩阵W看成（3）中的低秩权值矩阵AB，得到目标函数：

![](data:image/x-wmf;base64,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) （6）